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Education

University of Science and Technology of China (USTC)，Advisor：Prof. Enhong Chen Hefei, China

Ph.D., in Data Science - Computer Science and Technology, GPA: 3.90/4.3 Sep. 2019 - now
Hong Kong University of Science and Technology (HKUST)，Advisor：Prof. Xiaofang Zhou HK, China

Visiting Ph.D. Student, in Computer Science and Engineering May 2024 - Nov. 2024
University of Science and Technology of China (USTC) Hefei, China

B.E., in Electronic Information Engineering, GPA: 3.78/4.3 Sep. 2015 - June 2019

Research Interest

My research interests encompass a wide range of subjects within the fields of Knowledge-aware Natural Language

Processing (NLP), focusing on two main areas: (1) Knowledge Acquisition and (2) Knowledge Application. Recently,

I am exploring a focused research direction of Knowledge-enhanced Large Language Models (LLMs):

• Knowledge Acquisition: Acquisition of knowledge concept, knowledge relation, knowledge linking and align-

ment using information extraction, crowd-sourcing, and LLM In-Context Learning (ICL) techniques.

• Knowledge Application: Application of extracted knowledge in various NLP downstream tasks, including but

not limited to: Hierarchical Text Classification (HTC), Multimodal Summarization with Multimodal Output

(MSMO), Question Answering (QA), etc.

• Knowledge-enhanced LLMs: Mitigate the hallucination problem and elicit complex reasoning ability of LLMs

with the integration of internal/external knowledge, mainly through the approaches such as pre-training and

Retrieval-Augmented Generation (RAG).

Internship Experience

ByteDance - AI LAB Beijing, China

Algorithm Intern Feb. 2023 - Aug. 2023
- Job Description: RLHF for Large Language Models, especially focusing on SFT and Reward Model.

Huawei - Cloud & AI Hangzhou, China

Algorithm Intern Feb. 2019 - Aug. 2019
- Job Description: Text Generation, BERT-based Applications.

Honors

• 2023, CICAI Finalist of Best Paper Award (Top-3)

• 2019, 2020, 2022, 2023, Graduate Student First-class Academic Scholarship

• 2021, Graduate Student Second-class Academic Scholarship

• 2016, National Scholarship

Teaching

• COMP6110P.02: Machine Learning and Knowledge Discovery (Fall 2021)

• CS1001A.13: Computer Programming A (Fall 2020)

• 011X3001: Introduction to Data Science (Fall 2019)

• 011164.01: Computer Programming I (Fall 2018)

Academic Service

• Reviewer: ACL, ICLR, IEEE TKDE, IEEE TBD.
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Mentoring

• Xukai Liu: USTC UG → USTC Ph.D. Worked on knowledge alignment and linking (Findings of ACL 2023,

EMNLP 2024 Main).

• Yanghai Zhang: USTC UG → USTC Ph.D. Worked on knowledge-enhanced multimodal summarization (Find-

ings of ACL 2024).

• Aoran Gan: USTC UG → USTC Ph.D. Worked on relational triple extraction (COLING 2025 under review).

• Haoyu Tang: USTC UG → Renmin University of China MS. Machine unlearning for LLMs (ICLR 2025 UR).

Reference

• Dr. Enhong Chen:

Professor at USTC. Ph.D. Supervisor. Email: cheneh@ustc.edu.cn.

• Dr. Xiaofang Zhou:

Professor at HKUST. Supervisor of my visit in HKUST. Email: zxf@ust.hk.

• Dr. Qi Liu:

Professor at USTC. Close coauthor of my research in USTC. Email: qiliuql@ustc.edu.cn.
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