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Abstract. Keyphrase extraction (KE) is a fundamental task in the
information extraction, which has recently gained increasing attention.
However, when facing text with complex structure or high noise, cur-
rent individual keyphrase extraction methods fail to handle capturing
multiple features and limit the performance of the keyphrase extraction.
To solve that, ensemble learning methods are employed to achieve bet-
ter performance. Unfortunately, traditional ensemble strategies rely only
on the extraction performance (e.g., Accuracy) of each algorithm on the
whole dataset for keyphrase extraction, and the aggregated weights are
commonly fixed, lacking fine-grained considerations and adaptiveness to
the data. To this end, in this paper, we propose an Adaptive Ensemble
strategy for Keyphrase Extraction (AEKE) that can aggregate individual
KE models adaptively. Specifically, we first obtain the multi-dimensional
abilities of individual KE models by employing cognitive diagnosis meth-
ods. Then, based on the diagnostic abilities, we introduce an adaptive
ensemble strategy to yield an accurate and reliable weight distribution for
model aggregation when facing new data, and further apply it to improve
keyphrase extraction in the model aggregation. Extensive experimental
results on real-world datasets clearly validate the effectiveness of AEKE.
Code is released at https://github.com/kingiv4/AEKE.

Keywords: Keyphrase Extraction · Ensemble Learning · Cognitive
Diagnosis

1 Introduction

How to extract the needed information from the huge amount of unstructured
knowledge is the fundamental problem in the field of natural language process-
ing today [19,20,33]. Among the information extraction methods, keyphrase
extraction (KE) has garnered significant attention [14,27,34] as it can enhance
the efficiency of natural language processing and benefit numerous downstream
tasks, such as information retrieval [14] and document summarization [25].
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Fig. 1. Part (a) shows the traditional ensemble strategy based on Accuracy . Since
the three methods perform consistently across the whole dataset, they are aggregated
equally when encountering new data. However, part (b) shows that there are differences
among the methods from a fine-grained perspective. When dealing with Sports news,
more emphasis should be placed on the two methods (i.e. Bert-Chunk and SpanBert-
Rank) that are more capable in Sports.

The goal of keyphrase extraction is to extract several keyphrases from docu-
ments that can represent the main information of the documents. For example,
given a text document “ The authors had given a method for the construction
of panoramic image mosaics with global and local alignment. ”, the keyphrase
extraction method can identify “panoramic image mosaics, global alignment,
local alignment” as the representative keyphrases. Finally, for evaluation, Accu-
racy, Precision, Recall and F1-score metrics are commonly employed to evaluate
the performance of keyphrase extraction algorithms [10,29,32].

Despite previous approaches achieving promising results, when facing text
with complex structure (e.g. long and difficult sentences) or high noise (e.g.
text from different domains), these individual approaches fail to capture var-
ious features in the above text and have limited performance. To this end, a
straightforward approach is to exploit the ensemble methods to aggregate dif-
ferent keyphrase extraction models to achieve better keyphrase extraction.

Figure 1(a) presents a traditional ensemble strategy that aggregates individ-
ual KE methods based on the Accuracy. However, unfortunately, in practice,
the traditional methods can not always achieve satisfying results and even cause
a negative impact on keyphrase extraction. Specifically, since SpanBert-Rank
[28], Bert-Chunk, [28] and Bert-TagKPE [28] perform consistently in Accuracy
on the overall dataset, we should aggregate these methods equally from the
perspective of traditional ensemble strategy when facing new data about Sports
topic. However, as shown in Fig. 1(b), from a more fine-grained perspective, both
Bert-Chunk and Span-Rank outperform Bert-TagKPE on the Sports topic, while
they perform poorly on the Medical. Therefore, when facing new Sports data,
we should focus more on Bert-Chunk and SpanBert-Rank rather than dealing
with all three methods equally during the model aggregation. In this paper, we
define the extraction ability of the KE model for different topic domains as the
multi-dimensional extraction ability of KE (See Sect. 3 for detail).

From the above observations, we can conclude that traditional ensemble
methods fail to consider the multi-dimensional extraction abilities of individ-
ual models, and instead focus only on the performance of individual models
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with a single metric (e.g., Accuracy), degrading the performance of the ensem-
ble. Therefore, we argue that this “ensemble pattern” can be further explored to
improve the keyphrase extraction.

Along this research line, in this paper, we propose an Adaptive Ensemble
strategy for Keyphrase Extraction (AEKE) based on the multi-dimensional abil-
ities of individual keyphrase extraction models. Specifically, inspired by the psy-
chometric theories [5,22] from human measurement, we first diagnose the multi-
dimensional abilities of different keyphrase extraction models by means of cogni-
tive diagnostic techniques. Then, based on the diagnostic abilities, we develop an
adaptive ensemble strategy. The strategy will adaptively adjust the aggregation
weights for different samples to achieve better ensemble performance. Finally,
experiments over two datasets, including OpenKP [32] and Inspec [15], validate
the effectiveness of our AEKE.

2 Related Work

Keyphrase Extraction aims to select a set of phrases that could summarize
the main topics discussed in the document [14]. The algorithms in keyphrase
extraction are commonly divided into supervised and unsupervised methods.
Specifically, unsupervised methods [2,3,24] mainly used different features of the
document such as topic features, phrase frequency and so on to make keyphrase
extraction. In supervised methods [7,29], pre-trained language models have been
exploited and achieved competitive performance with annotation of the corpus.

Ensemble Learning can fuse the knowledge of individual models together
to achieve competitive performance via voting schemes based on some learned
features, which is widely used in machine learning tasks [8,25]. Traditional vot-
ing schemes include unweighted averaging and weighted voting. Among them,
unweighted averaging of the outputs of the base learners in an ensemble is the
most followed approach for fusing the outputs [11]. It considers the output results
of each learner equally but ignores the differences between learners. On the other
hand, weighted voting methods [11] tend to assign different weights to different
learners based on their unidimensional ability. Such ability is often assessed by
a single traditional metric on the history datasets. But the weights are constant
during the model aggregation. In ensemble strategies of keyphrase extraction,
mainstream methods employed unweighted averaging and weighted voting meth-
ods to aggregate individual KE models. However, these methods still suffered
from relying on the unidimensional ability (e.g., Accuracy, Precision) of individ-
ual KE models to achieve aggregation, resulting in limited performance in the
ensemble. To solve that, we develop an adaptive ensemble strategy for keyphrase
extraction from the perspective of multi-dimensional abilities.

Cognitive Diagnosis is a fundamental task in many real-world scenarios
(e.g., business [17] and education [12,13,31]). The main goal of cognitive diag-
nosis is to measure learners’ proficiency profiles of abilities to finish specific tasks
from their observed behaviors [31]. For instance in education, it can be used to
infer student (as learner) knowledge proficiency (as ability) by fully exploiting
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their responses of answering each exercise (as task). Most of the existing cog-
nitive diagnosis models (CDMs) [5,12,22] are well designed from psychometric
theories of human measurement. Among them, item response theory (IRT) [22]
is the most classic CDMs which assumes the probability of the learner si cor-
rectly finishing a task ej , i.e., rij = 1, increases with learner ability θi while
decreasing with task difficulty βj . Among them, the user ability and task diffi-
culty are trainable unidimensional parameters [18]. A typical formulation of IRT
is P (rij = 1) = sigmoid((θi − βj) · aj), where aj is an optional task discrimina-
tion item. Recently, some works extended the previous basic models to capture the
more complex relationships among users, tasks, and abilities. The typical model
is NeuralCD [31] which introduced neural networks F (·) to model high-level inter-
action between learners/abilities and tasks, i.e., P (rij = 1) = F (θi − βj).

Inspired by the psychometric theories from human measurement, the multi-
dimensional evaluation of KE algorithms can also benefit from the more fine-
grained assessment of human learning performance.

3 Problem Definition

Cognitive Diagnosis for Keyphrase Extraction. Following the NeuralCD
[31] which is a cognitive diagnostic model (CDMs), we introduce the definition
of the cognitive diagnosis problem for keyphrase extraction algorithms. First, we
denote the algorithms to be evaluated as learners and the CDMs as diagnosers.
Then, with the diagnoser, we can evaluate the multi-dimensional abilities of
learners on different skills, which are used to describe how well an algorithm
performs on a particular category of samples.

Besides, in our work, since the topic of documents contains the main infor-
mation and represents the specific textual features of keyphrase [23], we take the
topics of documents as skills. For instance, topics on Sports and Medical convey
a totally different message. Therefore, we define specific skills as specific topics
of documents and one topic for one skill.

To design our diagnoser, we consider a well-trained learner set S =
{s1, ..., sN}, a sample set E = {e1, ..., eM} which is the dataset in our task,
and a skill (topic) set C = {c1, ..., cP }. N and M denote the number of learners
to be aggregated and samples in the dataset. P denotes the number of skills as
a hyper-parameter in our task. Then the learner’s output results on each sample
as response logs R, which are denoted as a set of triplet (s, e, rij), where s ∈ S,
e ∈ E and rij is the score that learner i got on sample j. The top 5 results
of keyphrase extraction are transferred to a score (0 or 1). We denote rij = 1
if learner i predicts more than one keyphrase correctly and rij = 0 otherwise.
Meanwhile, an explicitly pre-defined sample-skill relevancy matrix Q should also
be given. Q = {Qij}M×P , where Qij = 1 if sample ei is related to skill pj and
Qij = 0 otherwise. Given the learner-sample response matrix R and the sample-
skill matrix relevancy Q, we could estimate the multi-dimensional abilities of
different learners on different skills through the diagnoser.
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Adaptive Ensemble Strategy. Figure 1(a) illustrates the problems encoun-
tered with traditional ensemble strategies. They only focus on the performance
of keyphrase extraction algorithms on a single metric, while ignoring the differ-
ences in multi-dimensional abilities. To solve that, from the perspective of the
multi-dimensional abilities of the keyphrase extraction algorithms, we use the
results of cognitive diagnosis to design adaptive ensemble strategies.

With the cognitive diagnostic module, we first obtain diagnostic results that
include the multi-dimensional abilities of each algorithm and the characteristics
(e.g., difficulty, discrimination, topic) of the data. Then, in the face of the new
document n, we design the ensemble strategy of adaptive weight adjustment
based on the above diagnostic results, including the multi-dimensional abilities,
difficulty, discrimination, and topic. Among them, the multi-dimensional abilities
represent the characteristics of the KE algorithms, while the difficulty, discrim-
ination, and topic represent the characteristics of the samples. The goal of our
strategy is to construct a relationship among diagnostic results and get more
reasonable voting weights w for algorithms adaptively to get a better ensemble
performance on every new document.

Problem Definition. Given the multi-dimensional abilities of KE algorithms
and features of the new document, our goal is to design an adaptive ensemble
strategy to adjust the aggregation weights to improve the keyphrase extraction.

4 Adaptive Ensemble Strategy via Cognitive Diagnosis

In this section, we present the details of AEKE for keyphrase extraction, which
contains two stages. First, in the cognitive diagnostic stage, we follow Neu-
ralCD [31] diagnostic approach and perform fine-grained diagnostics on the
performance of various individual keyphrase extraction models to obtain their
multi-dimensional abilities. In the ensemble stage, we design an adaptive ensem-
ble strategy based on the diagnostic multi-dimensional abilities and document
characteristics to get a better ensemble performance.

4.1 Cognitive Diagnose for Keyphrase Extraction Algorithms

Learner and Sample Factors. In our task, since we only focus on the ability
of the different skills, each learner is represented with a one-hot vector sz ∈
{0, 1}1×N as input, where N denotes the number of learners to be evaluated. In
the same way, we represent sample ed input as one-hot vector ed ∈ {0, 1}1×M .

Skill Factors. We want to make the topics as skills, as topic information is
valuable in keyphrase extraction tasks. However, the published datasets do not
contain topic labels for documents. To this end, in this paper, we employ the
LDA [1] (Latent Dirichlet Allocation topic model) to obtain the topic labels
by unsupervised clustering of the documents. Especially, LDA has better inter-
pretability and the topical tokens for the clusters can be used as the explicit
description for skills, which is great of importance for cognitive diagnosis.
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After clustering the documents into P topics by LDA, we can obtain the
sample-skill matrix Q ∈ {0, 1}M×P . By this method, the topic label of each
sample will be obtained.

Latent Factors. Following NeuralCD [31], with the model we can get the multi-
dimensional abilities of the learner ha and the difficulty hd and discrimination
hdisc
d of the sample. Among them, the ha indicates the ability of the learner to

process samples on different topics. The hd represents the degree of difficulty
the learner to solving the problem. Besides, the hdisc

d indicates the capability of
samples to differentiate the proficiencies of learners. Samples with low discrimi-
nation mean that of low quality: they tend to have annotation errors or do not
make sense.

Interaction and Prediction. Here, we exploit neural networks to model the
relationship between learner ability factor ha and skill difficulty factor hd. The
probability Y is defined as the ability compared with the sample in the covered
topic as Y = (ha − hd) × hdisc

d . Then, we use the full connection layers F to
predict the score y of learner z on the sample d: y = σ(F (Y )). Finally, the whole
objective of the diagnoser is defined with the cross entropy loss function:

L = −
∑

i

(ri log yi + (1 − ri) log(1 − yi)), (1)

where r is the true score. Based on Eq. (1), we can get the multi-dimensional
abilities of the keyphrase extraction algorithms.

4.2 Adaptive Ensemble Strategy

With the diagnostic module, we get the multi-dimensional abilities of each
keyphrase extraction algorithm. Based on such diagnostic results, we propose
an adaptive ensemble strategy to better aggregate the results of each extraction
algorithm in the face of new test samples.

Inputs for Adaptive Ensemble Strategy. The inputs to the adaptive ensem-
ble strategy include the abilities of individual KE algorithms and the features
of the new sample. Among them, the KE algorithms’ abilities are obtained from
the previous diagnostic module, indicating the multi-dimensional abilities of the
KE algorithms on different topics.

Features of the new sample contain information about the topic, difficulty
and discrimination. Specifically, the topic information is associated with the
diagnosed algorithm ability. The difficulty and discrimination information can
reflect the implicit features of the algorithm in dealing with such problems to
some extent. The information of the new sample is adequately represented by
these three features.

To sum up, based on the topic model obtained in Sect. 4.1, the new sample is
input and its distribution over each implicit topic is obtained as its topic infor-
mation cn. Each of its dimensions represents the probability of its distribution
on that implicit topic.
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Besides, since unseen samples are not used as input to the diagnostic module,
the difficulty and discrimination of the samples cannot be directly obtained. To
this end, we design a non-parametric module to predict the difficulty and discrim-
ination. Specifically, as there is a close relationship between original texts and
the factors of samples including the difficulty and discrimination, we choose to
predict difficulty and discrimination based on semantic K-nearest neighbor [26]
methods. Here, given the token sequence of original texts of keyphrase extraction
samples Dw = {dw1 , dw2 , ..., dwn }, we map each word of Dw into word embedding
by BERT [6], and get the document embedding by applying mean-pooling, where
nw is the length of the word sequence. We use the document embedding ed as
input representation for the new sample:

ed = MeanPool(BERT ([dw1 , dw2 , ..., dwnw
])). (2)

Then, we match and retrieve the textual representations of the new samples
with the representations of the samples entering in the diagnosis and find the
K closest samples. These samples are able to get the corresponding difficulty
{d1, ..., dk} and discrimination {disc1, ..., disck} by diagnosis. Finally, we average
the difficulty and discrimination retrieved as the difficulty dn and discrimination
discn of the new sample.

Weight Prediction. After getting the above inputs, we need to get the most
appropriate ensemble weights for each new sample. To ensure the interpretability
of the weights, we design the ensemble strategy for the new samples by the
following calculation:

w = SoftMax(ha · cn × dn × discn), (3)

where w ∈ R
N×1, ha ∈ R

N×P , cn ∈ R
1×P , dn and discn are single numbers.

5 Experiments

5.1 Experimental Setup

Dataset Description. We conduct experiments on two common keyphrase
extraction datasets, i.e., OpenKP [32] and Inspec [15]. OpenKP is an open-
domain keyphrase extraction dataset with various domains. In our settings, we
choose the valid set (6,600 documents) of OpenKP for experiments. Besides,
Inspec consists of short documents selected from scientific journal abstracts
which are labeled by the authors, we choose the test (500 documents) and valid
(1,500 documents) sets in this paper. The detailed statistics of the datasets are
shown in Table 1. In particular, in our task, it is necessary to divide the dataset
into two subsets, one for the diagnostician module and the other for the ensemble
experiments. Therefore, we split the two datasets according to 3:1.

Algorithms to be Aggregated. To better train the diagnoser module and
obtain the multi-dimensional abilities of each KE algorithm, we select 24 repre-
sentative KE algorithms as follows:



An Adaptive Ensemble Strategy for Keyphrase Extraction 573

– Unsupervised methods: Firstphrase1, YAKE [4], TextRank [24], SingleR-
ank [30], TopicRank [3], TopicalPageRank [21], PositionRank [9], Multipar-
titeRank [2], SIFRank [29].

– Supervised methods: BERT-RankKPE [28], SpanBERT-Variants*5 [28],
BERT-ChunkKPE [28], BERT-SpanKPE [28], BERT-JointKPE [28], BERT-
TagKPE [28], RoBERTa-Variants*5 [28].

Among them, supervised methods are trained on the OpenKP training set
(134k documents). We obtain the response logs of learners on all samples on the
datasets. Following the past research [31], we split the response logs into the
training set, validation set and test set as 7:1:2.

Table 1. Statistics of keyphrase
extraction datasets.

Statistics OpenKP Inspec

Document Number 6,616 2,000

Document Len Average 900 128

Keyphrase Average 2.2 9.8

Keyphrase Len Average 2.0 2.5

Table 2. Evaluation of all diagnosers through
predicting learner performance on samples.

Methods OpenKP Inspec

AUC Accuracy RMSE AUC Accuracy RMSE

DINA 0.563 0.545 0.559 0.538 0.512 0.578

IRT 0.576 0.540 0.542 0.560 0.545 0.544

NeuralCD 0.914 0.869 0.340 0.883 0.762 0.379

Baselines. For the cognitive diagnosis, we evaluate the performance of Neu-
ralCD with other well-known CDMs (i.e., IRT [22] and DINA [5]). Among them,
IRT is the most popular cognitive diagnosis method, it models students’ latent
traits and the parameters of exercises like difficulty and discrimination with a
logistic-like function. DINA is the first method to design the Q-matrix and it uses
binary variables to represent mastery of skills. NeuralCD [31] is a neural cogni-
tive diagnostic framework, which leverages multi-layers for modeling the complex
interactions of students and exercises, aiming to diagnose students’ cognition by
predicting the probability of the student answering the exercise correctly.

For the ensemble learning strategy, we choose to compare our approach with
the average strategy and the weighted voting strategy. The weights are con-
stant based on the performance of the history dataset evaluated on the tradi-
tional metrics (e.g., shape Precision). We also choose several individual keyphrase
extraction methods from the 24 representative KE algorithms described before
as baselines.

Experimental Settings. In our experiment, we use the pre-trained uncased
BERT-based [6] model with 768 dimensions hidden representation as our tool.
In our experiments, we set P = 10 for both two datasets. As the number of top-
ics P is the most important hyper-parameter in AEKE, we conduct sensitivity
experiments on it in Sect. 5.3. To set up the training process for the diagnos-
tic module, we initialize all network parameters with Xavier initialization. The
Adam optimizer [16] is used in the experiment while the learning rate is set to

1 https://github.com/boudinfl/pke..

https://github.com/boudinfl/pke.


574 X. Jin et al.

0.0002. We train all diagnosers for 20 epochs and select the best model on the
validation set for testing. All experiments are run on two NVIDIA A100 GPUs.

5.2 Evaluation Metrics

Learner Performance Prediction. Generally, the ground truth of the ability
of learners can’t be obtained, it’s difficult to evaluate the performance of cogni-
tive diagnosis models. In most works, the prediction of learners’ performance is
an indirect way of evaluating the model. Evaluation metrics including Accuracy,
RMSE (Root Mean Square Error), and AUC (Area Under the Curve) are cho-
sen. Among them, better predictions have higher values in Accuracy and AUC,
while the lower RMSE value, the better the prediction is achieved.

Model Aggregation. We realize model aggregation based on each learner’s
proficiency in the topics. The aggregation is tested on both OpenKP and Inspec
datasets with several traditional keyphrase extraction metrics including Preci-
sion, Recall, and F1-score.

5.3 Experimental Results

Learner Performance Prediction. The experimental results are reported in
Table 2, we have several observations as follows. First, NeuralCD performs the
best on both OpenKP and Inspec, demonstrating NeuralCD can effectively eval-
uate the ability of keyphrase extraction algorithms. Besides, the traditional mod-
els including IRT and DINA perform poorly, which reflects that the relationship
between learners’ ability and samples’ features is too difficult to capture, and

Table 3. Model aggregation results of popular keyphrase extraction models. The top
part lists some unsupervised methods, the middle part lists the supervised methods,
and the bottom part lists the ensemble methods.

Methods OpenKP Inspec

P@5 R@5 F1@5 P@5 R@5 F1@5

Firstphrase 19.5 36.7 23.6 24.0 15.0 17.3

YAKE [4] 12.1 29.1 16.7 21.0 13.6 15.5

TextRank [24] 5.5 14.2 7.9 31.7 19.2 22.6

SingleRank [30] 14.4 34.5 19.7 33.0 20.2 23.6

TopicRank [3] 14.4 30.3 19.6 28.2 16.9 20.0

BERT-JointKPE [28] 22.7 57.1 30.3 37.9 24.3 27.9

SpanBERT-RankKPE [28] 23.2 61.8 33.9 38.7 24.9 28.6

RoBERTa-TagKPE [28] 23.0 58.9 31.8 36.9 23.7 27.2

Averaging 23.7 61.0 33.5 39.1 25.0 28.9

Weighted Voting (Precision) 24.0 61.4 33.7 39.7 25.2 29.4

AEKE 24.5 62.0 34.1 40.3 25.8 29.8
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indirectly proves the effectiveness of neural networks. Through NeuralCD, we
can obtain highly reliable diagnostic results to be applied in the ensemble stage.

Model Aggregation. We compare our AEKE with the traditional aggregation
methods (i.e., weighted voting and averaging) to illustrate the efficiency of our
method as presented in Table 3. Among them, weights for weighted voting are
obtained based on the overall performance (precision) of the history datasets
of each keyphrase extraction algorithm. Such weights are constant during the
model aggregation. In general, firstly, compared to supervised and unsupervised
methods, both AEKE and the baseline ensemble strategy perform better than
individual methods, demonstrating the necessity of ensemble. Besides, our adap-
tive ensemble strategy outperforms the ensemble baseline on both datasets, indi-
cating the effectiveness of aggregation according to multi-dimensional abilities.

Hyper-Parameter Sensitivity Study. In our work, the number of skills P
is a hyper-parameter, which determines how well the topics are clustered and
also influences the design of the assessment skills. Therefore, in this section, we
investigate the sensitivity of P . Figure 2 shows the performance of AEKE with
different topic numbers P on the OpenKP dataset. The experiment shows a rising
trend followed by a falling trend in the effectiveness of the ensemble result as the
number of P increases. 10 is the best topic clustering number for the OpenKP.
Specifically, when P is small, the result of document topic clustering is poor,
which further affects the cognitive diagnosis of multi-dimensional abilities and
the ensemble procedure. While P > 10, the ensemble results tend to be stable.
Therefore, in this paper, we set P to 10 for our experiments.

Case Study. In this section, to further illustrate the effectiveness of AEKE, we
show a high-quality sample in OpenKP and the ensemble results of weighted vot-
ing and AEKE in Fig. 3. Specifically, we aggregate the extraction results of three
KE methods (i.e. BERT-Chunk [28], RoBERTa-Rank [28] and RoBERTa-Span
[28]) by our strategy and traditional weighted voting strategy, respectively. In
Fig. 3(a), we illustrate a detailed procedure of our AEKE. First, the new sample
is entered into the diagnosis module and we can obtain the corresponding diag-
nosis results. It is obvious that this sample is a shooting report, which belongs to

Fig. 2. Hyper-parameter
Sensitivity Study.

Fig. 3. Visualized keyphrases extracted by AEKE (a) and
traditional strategy (b).
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the legal news topic. Its difficulty and discrimination indicate that this sample
has high text quality. It also shows the ability of the three methods on legal
news topics. Then, based on the diagnosis results, our AEKE can adaptively
adjust the weights of different methods during aggregation to get good ensem-
ble results. In Fig. 3(b), the traditional method relies on the evaluation result
of the three methods on the history datasets evaluated on the single metric
Precision@5, and since the overall results on Precision@5 are similar, the same
weights are constant for all new samples. However, such weights do not achieve
satisfying ensemble results in this new sample. This case serves as a compelling
demonstration of the remarkable flexibility and efficiency of AEKE.

It is worth noting that, unlike traditional methods whose ensemble weights
are fixed during aggregation, the weights in AEKE are not constant. Specifically,
the above case belongs to the Legal topic, and when facing with samples of other
topics (e.g., Sports), AEKE will adjust the ensemble weights adaptively based
on the multi-dimensional abilities of KE methods and features of new sample.

6 Conclusion

In this paper, we proposed an adaptive ensemble strategy (AEKE) based on
cognitive diagnostic techniques in the keyphrase extraction task. To the best
of our knowledge, this is the first attempt to aggregate machine learning algo-
rithms from a cognitive diagnostic perspective. To be specific, we first carefully
employed the NeuralCD to evaluate the multi-dimensional abilities of keyphrase
extraction algorithms. Then, based on the diagnostic ability, we developed an
adaptive ensemble strategy to aggregate individual keyphrase extraction meth-
ods. Experimental results on both OpenKP and Inspec datasets demonstrated
the effectiveness of AEKE.
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